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5RIHRE, 3RfE% / Answer 3 out of the 5 problems

¥ & % IH / Instructions
(1) RBFROERET, ZOMEMTFEEIRNI L.

Do not open this booklet until the starting signal is given.

(2) AMFIZHET, &1, FARAEHBEORMREDNH>IGEITIEHULEHS Z L.
Notify the proctor if there are missing or incorrect pages in your booklet.

| (3) AMFICIXFE1IM»SESMETHY, HAXIE4EN»S 13H, EXFZ 4 HPS 23H
Ths. 5MD>5 3MEHAFELNLUEFETHRET S L.
Five problems appear on pages 4-13 in Japanese and pages 14-23 in English in this
booklet. Answer 3 problems in Japanese or English.

(4) ZEEAKIKPEI NS, 1HILICHT | HOBEAREZERTLIZ L. (kG280
L EREEATKOBEZFEALTS L.
Three answer sheets will be given. Use one sheet per problem. If necessary, you may
use the back of the sheet.

(5) BELBMOEBEE NEHRIC, ZRESS LCTOARTHRE T 2MEES 25T
WHRATHI L. RAREWTEZSRW.
Fill in the examinee number and the problem number in the designated place of each
answer sheet. Do not put your name.

(6) ERAKIIARFIr ST B RN &,
Do not separate a draft sheet from the booklet.

(7) BB ICBROBVES, FEREzRALLERIIENL TS,
Any answer sheet with marks or symbols unrelated to the answer will be invalid.

(8) BEHMS L UHERMFIIFBROLNWT &,

Leave the answer sheets and this booklet in the examination room.

ZERE S No ERU -MEES
Examinee number . Problem numbers
iz ZBRBESE2TLATHI L. EWIEBIRLU -3 DOMERS2EATE I L.

Fill in your examinee number. Fill in the three selected problem numbers.



2024-MMI-1

Problem 1

For a matrix A € R¥™™, let a; ; be its (4, j)-th component, AT be its transpose, and let
|Allr = \/fo1 >, a?;. For a square matrix A € R**?, its trace is trA = >4 ai
Let I be the d x d identity matrix.

Suppose d < m. For given matrices X,Y € R¥>™ let OPT(X,Y) be the set of

optimal solutions P of the following optimization problem:

_min |PX —Y|% subject to PTP=1. (%)
< dxd

Answer the following questions.

(1)

(2)

(3)

Let a; and b; be the j-th column vectors of matrices A and B, respectively, and let

||a;||2 be the Euclidean norm of a;. Find a pair of matrices X,Y" € R¥*™ such that

OPT(X,Y) equals the set of optimal solutions P of the following optimization

problem with given matrices A, B € R?™ and positive real values w, .. ., Wn:
min ijHPaj — b;||? subject to PTP=1.

PeRdxd
Jj=1

Show that, for matrices X,Y € R¥>™ OPT(X,Y) equals the set of optimal

solutions P of the following optimization problem:

min tr(PXY") subject to PTP=1.
PeRdxd

For matrices X,Y € R%™ the singular value decomposition of the matrix XY "
is denoted by XYT = USVT. Give an optimal solution P € OPT(X,Y) of the

optimization problem () in terms of matrices among X,Y,U, X, V.
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Problem 2

Consider the minimization problem of a sufficiently smooth convex function f(z) de-

fined on R¢. We assume the existence of an optimal solution z*. We denote the gradlent

of f(z) with respect to z = (z1,...,24)" € R% by Vf(z) = (6:51 (@)s.055 axd (x))
denote the Euclidean norm of z € R by ||z||,. Answer the following questions.

(1)

(2)

(3)

Consider the system of differential equations

d
y(t) e (o(t) — (2) .

t+1
’U(t) =N leE])
for t > 0. We assume that the initial conditions z(0) and v(0) are given. Let
E@) = (t+ 1)2%(f(z@)) — f(z*)) + 2|lv(t) — z*||3. Show — (t) < 0 holds. Also
show that there exists a constant C' independent of ¢ and f(:r:(t)) f(=z*) < Cft?
holds for every ¢ > 0.

As a discretization of the system of differential equations (x), consider
2hk +h+2
srp® _ 2Bt R+2 0y k)
‘ CESV o ()
so® — _ 2hk + h + 2Vf(a:(k+1))
4
for k = 0,1,2,..., where 6" is the operator that is defined for any scalar or

vector sequence {y®} by 6ty®) = (y*+) — y*))/h for some constant h > 0.
We set 2@ = z(0), v©® = v(0) and assume that (*x) has a solution. Let
E® = (hk + 1)*(f(=®) — f(*)) + 2[lv® — z*||3. Show

5 lo® —2* |5 = 2(v®*V — )T (5*0™®) — hlle*o ]|,

and prove 6t E®) < 0. You may use the identity 6 (a®p®)) = (a®+Dpk+D) —
a®p®) /= (6Ta®)p*+HD) + ) (§+®)) that holds for any scalar sequences
{a®}, {b®} without proving it.

We assume (xx) has a solution. Show that there exists a constant C" independent
of k and f(z®) — f(z*) < C'/k® holds for k =1,2,....
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Problem 3

Let R be the set of all the real numbers and let C be the set of all the complex
numbers. Let i be the imaginary unit and let e be the base of the natural logarithm.

For a function g : R — C with period 27, define its norm ||g|| by

lgll :== sup |g(d)].
9€[0,27)

For a positive integer n, define

T :={t:R = C| t(9) = P(e) holds for some polynomial P of degree n

with complex coefficients}.

Let f : R — C be a continuous function with period 27, and assume that there
exists t, € T, such that
c
I~ tall < 5
for each positive integer n. Here ¢ > 0 is a constant that is independent of n. Answer

the following questions.

(1) For each positive integer n, show that

2c
It = tall < =

holds.

(2) We write the derivative of ¢ € T, as t’. Show that the sequence of functions {t;, }
uniformly converges on [0, 27 to a continuous function s : R — C with period

27. You may use the following two facts without proving them.

e Let C[0,27] be the set of all the complex-valued continuous functions on

[0, 27]. Then, the normed space (CI[0,27], || - ||) is complete.

e For each positive integer n and any ¢ € T,,
1] < ¢l
holds.

(3) Show that f is differentiable on R.
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2024-MMI-4
Problem 4

The exponential distribution Exp(A) for A > 0 is the probability distribution on

nonnegative real numbers with the probability density function
p(z) = Aexp(—Az).

Let X1, Xs, ... be a sequence of independent random variables obeying Exp(\). Answer

the following questions.

(1) For ¢ > 0, find the conditional probability density function of X; —c given X; > c.

(2) Let Y = min(X;, X3) and Z = max(X;, X2). Find the probability density func-
tions of Y and Z - Y.

(3) Find the probability density function of X; + --- + X,.

(4) For a > 0, let N be the random variable defined by X; + -+ Xy < a <
X1+ -+ Xny1. Let N=0if a < X;. Find the maximum likelihood estimate
X(N ) of A\ based on N. Also, find the mean and the variance of X(N )
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Problem 5

Let N be the set of natural numbers (positive integers). Consider the follow-
ing problem of assigning jobs to machines. For natural numbers n and m, let
W = {wy,wy,...,w,} denote the set of jobs and V = {vy,vs,...,v,} denote the.
set of machines. For each job w; € W, let £,, € N be the processing time for job w;
and V,,, C V the set of machines that can process job w;. A mapping 7 : W — V' is
called a feasible assignment if

m(w;) € Vi,
for each w; € W. Given a feasible assignment 7, we define the load T'(7,v;) of machine
v; €V as

T(ﬂ—: Uj) = Z f,w“

wiEr~(vy)

and the makespan T'(7) under 7 as
T(r) = @g‘}fT(ﬂ’vj)'

The minimum makespan problem is the problem of finding a feasible assignment 7
that minimizes the makespan T'(7) over all feasible assignments. Answer the following

questions.
(1) Suppose that all the processing times £,, of jobs are identical, i.e., £y, = £y,
for every pair of jobs w;, w; € W. Provide a polynomial-time algorithm for the

minimum makespan problem.

(2) Consider the following greedy algorithm.

1: (Initialization:) Let 7 be a mapping 7 : § — V over the empty set.
2: fori=1,2,...,ndo

38:  Choose an arbitrary machine v* from argmin, cy, 7'(7,v;).

4:  Extend 7 to a mapping over {wy, ..., w;} by m(w;) = v*.

5: end for

6: Output .

Suppose that V,,, = V for every w; € W. Let marg be the output of the greedy
algorithm and 7™ be the optimal makespan. Show that T'(rarg) < 27
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