Faculty Members and Labs in Depart me

Kobayashi Lab Professor Naoki Kobayashi

Our research group is studying thetiral foundations for softwaind their applications such as progneerification.

On the one handn increasing number of importaytstems such as transportatiystems, medical devices, and

banking systems are now controlled bymputer software, and a bug otBisoftware can cause a seridisaster. On

the other hand, suchftware is becomingnore andnore complexand larger, and it is difficult to maintain the qugali

of software byusing traditional software engineeriteghnologies like testing. Wiew of these situations, we atm

improve the reliability anéfficiency of software by developingimmated techniques for programrification and

transformation basl on rigorous mathematiaalethodsTo achieve the goal, we alseed to study and advance mg

research topics in theoretical compigeience, such as type thedigrmal languages and automata, andenated

theorem proving. It is pleasure of our research to find th&t deep mathematical resultgyich initially seemto be

only of theoretical interestgre actuallyquite useful for th@racticallymotivated researcmentioned abovesee

https.//www.kb.is.s.utokyo.ac.jpfor details.

Recent research topics include:

1. Higherorder model checkingrhisis an extension of traditionadodel checking that has besunccessfully applied
to systenverification. We have catructed the first highesrdermodel checker in the world.

2. Automated program verification: By applyirtethigherorder modethecking mentioned abowaand type theory
we are degloping fully-automated prograwerification tools for programming languages liB€aml, Rustand C

3. Data compressioistring and tree data can be compresseale form of programs that generate th@ime higher

order model checkingbovecan be used to transform such compressed data witkoaimpression.

4. Programming language and formal language thedfesare studyingype theory, lambdaalculus, higheorder
fixpoint logic, etc. as theoretical foundations for the studi8srientioned above.

5. Protocol \erification: Cryptographic communication protocadse used, for example internet shopping, for safely
exchanging confidential dataNVeare developing a methddr automated verification of such protocols.

lgarashi Lab Professor Takeo Igarashi

(1) User Interface: We are working on user interfaces for information appliances ranging
from personal computers, smartphone, robots, and self -driving automobiles. We not only
develop techniques to improve efficiency but also propose new way s of interaction.

- User interfaces for machine learning and artificial intelligence. We
focus on the preparation of training data and interactive learning.

- Interaction techniques for novel appliances such as smartphone,
smart watches, Al speakers and smart glasses.

- Interaction techniques for giving directions and controlling real -
world systems such as robots and self -driving automobiles.

(2) Graphics: We mainly work on interactive shape modeling. We work on content creation
for digital media such as movies and games. We also work on interaction techniques for
digital fabrication using 3D printers and laser cutters.

- Content creation such as 3D modeling and 2D animation using recent
technologies such as sketching and machine learning. We also work on
interaction techniques for medical imaging.

- Shape modeling for real world objects such as musical instruments,
clothes, and toys leveraging real -time physical simulation.

- Novel techniques for 3D scanning and 3D printing to support personal fabrication.

We can provide opportunity for students to collaborate with research groups in other
countries and productions. http://www -ui.is.s.u -tokyo.ac.jp/
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Miyao Lab Professor Yusuke Miyao

Natural Language ProcessingComputational Linguistics, and Human Cognition

The goal of our research group is to enable computers to understand natural lahiguages
communicatevith each other using language, while its mechanism is still largely mysterious. We
theories and technologies from computer science and linguistics to model the process of unde
and generating natural language. Specific research themeseirssiothctic parsingp computehe latent
structures of sentencesemantic analysito compute natural language semantixithe analysis an
evalwation of language understanding capabilities of large language models.

Our group is also engaged in developing -keaild applications of natural language process
focusing on applying the abovementioned fundamental technologies. Examples dilogee systems
for communicating with computers using natural languagelateto-textconversion talescribe variou
types of noringuistic information in the world, such as images and numerical data, in natural lan

Refer to our homepage for the details of the reseatths://mynip.is.s.tiokyo.ac.jp/en/

Syntactic/semantic parsing using
Combinatory Categorial Grammar iof )

FI Flexists x.(_smokingix) & Fi(x) & F2(x 3 Ql\wTrueP,|x. Most (\a1.{_city{a1} & TroeP),\y.{_in{x.y) & _prohibit(x

ists x.(_smoking(x) & TrueP & Most(\z1.(_city(z1) & TrueP),\y.(_in(x,y) & _prohibit(x))))

Issei Sato Lab Professor Issei Sato

We humans decide our behaviors on the basis of knowledge learned and abstracted from past
experiences and current situations. Machine learning is a field of artificial intelligence for improving
the performance and behaviors of a machine through the use o f data accumulated from past human
experiences and current human interaction.

Currently, we are working on the following four main research themes.

1. Generalization and memor ization : Generalization is the property of predicting unknown data that
doesnot exist in the training data. Memaorization refers to storing the training data in the memory
in learning algorithms; however, simply memorizing the training data does not lead to
generalization , and over-abstracting the training data reduces the prediction performance.
Analyzing the relationship between generalization and memorization is the most fundamental
problem in machine learning research.

2. Perturbation and uncertainty . How perturbations to training data and model parameters, as well
as uncertainty in predictions, affect learning algorithms.

3. Representation learning . What kind of abstract representation of training data leads to
generalization.

4. Robustness. Property that is necessary for learning appropriately even when the training data or
the data to be predicted are different from what is expected.

Required knowledge .

We use probability & statistics, linear algebra, functional analysis, and optimization as tools to
construct the theory of machine learning. Our lab. assumes that the students are familiar with these
mathematics. In addition, programming skills, primarily in Python, are also needed, becausewe
perform exhaustive empirical analysis of the theory.

See https://www.ml.is.s.u -tokyo.ac.jp/ for details.



https://mynlp.is.s.u-tokyo.ac.jp/en/
https://www.ml.is.s.u-tokyo.ac.jp/

Kawarabayashi lab Prof &Kkesqicrhaiwakk abayashi
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Shinagawa_ab Professor Takahiro Shinagawa

The research field of our laboratorySgstem Software with a focus on operating systems (OS) and virtualizg
software. System software plays an important role in connecting computer hardware and applications, and its ¢
greatly affect the overall system performance. In particular, OS kermktg/parvisors have special privileges to con
the entire computer systems and have different capabilities from other software. Moreover, while system
research has a scientific aspect ofvjtimg abstract and generalized concepts of computers for applications, it a
an engineering aspect of designing, implementing, and evaluating the software on actual hardware to demon
usefulness. Therefore, system software is a fascinfigild that lies at the boundary of different disciplines.
Specifically, Shinagawa Laboratory has been working on the following topics in recent years.

- Studies on improving security through system software

We are working on studies on secure isolated execution environments for applications. Examples include
lightweight and robust protection with TEEs, such as AMD SENP and Intel TDX, lightweight VMs exploitin
CHERI researched and developed bynBeadge University, and an FPG#ased RDMAbased OS. We also aim
improve security in various ways, such as finding vulnerabilities in nested virtualization through Fuzzingadftet-u
free mitigations that utilize the CPU's address mask function.

- Studies on improving system software performance and functionality

We are working on various studies to improve the performance and functionality of system software in generg
OS live migration, container startup acceleration, file systems forvolatile memory, lowlatency cluster scheduler|
and OS emulatorthat run Linux binaries on macOS and Windows.

Shinagawa Lab aims to make research interesting and fun. Students who like and/or are godalyat kEystern
software (Linux, KVM, BitVisor, etc.) and system programming (C, C++, Rust, etc.) are especially welcome, b
are interested in system seére at any layer, you will enjoy working with us.

Laboratory homepagéttps://www.0s.is.sAiokyo.ac.jgen/ E-mail: shina@is.s.4iokyo.ac.jp
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Yoshimoto Lab Associate Professor Yoshihide Yoshimoto
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Takamaeda Lab Associate Professor Shinya Takama¥danazaki

CASYS: Laboratory for Computer Architecture and Systems

Our main research interest is the future computer architecture,
including (1) custom computing using FPGA and specialized LSI, (2)
algorithm/hardware co -design for machine learning, (3) high -level
synthesis compiler for hardware design. We are also pursuing
software researches on compilers, programming models, and
frameworks for user/programmer friendly computers. We have *
various active collaborations with companies. We tackle real QUEST: DNN Processor
problems with our innovative architectural technologies. s = 5
Caffe {
Recent research topics: (new topics are welcome) s R O
Secure and high -performance CPU architecture and memory system
Open-source hardware design language and compiler
Probabilistic computer architecture based on stochastic
thermodynamics

> > >

A Processing-in-Memory circuit and architecture
A Federated learning for trusted Al

A High -performance and low -power Al chip

é Machine learning algorithm for embedded hardware NNgen: DNN-HW
A Fast and energy -efficient FPGA accelerator Synthesis Compiler

Lab WEB: https://sites.google.com/view/casys/
GitHub: https://github.com/casys -utokyo/ https://github.com/PyHDI/ https://github.com/NNgen/
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YanakalLab Associ at eHitéhi Yahakas s or

Language allows people to communicate with great precision, and most of the information in the world is com
language. With the development of informatienhnology, natural language processing (NLP) applications base
machine learning models with large corpora, such as information retrieval and machine translation, have beet
used in our daily lives. However, it is not clear to what extent thegedgplications understand the meanings of
natural language like humans. We are working on theoretical and empirical research with various domestic a
international researchers in diverse fields to realize htlikamatural language understanding systems

(1) Analyzing language models from multiple perspectives of theoretical linguistics, cognitive science, and ph
Do current language models understand the various meanings of natural language? Recent work has pointed
trustworthiness issues, where language models learn unexpected biases and heuristics from data. In this labg
analyze language models frarltiple perspectives of theoretical linguistics, cognitive science, and philosophy
relevant researchers.

(2) Developing inference systems by integrating machine leab@iagd approaches and lopised approaches
Machine learning approaches with large corpora have been used to represent the meanings of sentences an
their semantic relatedness. However, whether suchceedd approaches can handle logical meanings of senteng
such as negation and quaiatif remains unclear. By contrast, lob&sed approaches have been successful in
representing such logical meanings as logical formulas and performing inference in an interpretable way. To |
advantages over both logiased and machine learnibhgsed pproaches, we are studying hybrid semantic parsin
and inference systems by integrating machine leafinésgd and logibased approaches.

(3) NLP applications through interaction between humans and inference systems
Interaction between humans and inference systems is expected to improve the efficiency of data checking, st
medical texts and internal documents, for which quality assurance is required. Through joint research with co
we are developing methotts convert human tacit knowledge into formal knowledge and store it, as well as app
technologies for inference systems that perform inference based on various data types and usages.

Seehttps:/lylab.mystrikingly.comfor details.
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Professor Masashi Sugiyama

Sugyama andshidal.ab Lecturer Takashi Ishida

With the dramatic performance improvement of information and communication technology, intelligent infor
processing thawvasdone only by humaris becoming possible also bgmputes. Under the theme of "how
intelligentcancomputers be?'ur laboratory is working on various research topics related to intelligent data ang
calledmachine learning in the field of artificial intelligence.

(1) Construction of Learning Theory

Generalizatin is the ability tacope with unknown Regression Classification
situations, and is indispensable for computers to behave *
intelligently. We are theoretically investigating the mechanisn
of acquiring the generalization capability based mainly on
probability and statistics.

(2) Development of Learning Algorithms I

Machine learning involves various subjects such as Dimensionallty reduction . tering
supervised learning (learning from inpuuitput paired data), .
unsupervised learning (learning from inquutly data), and
reinforcement learning (learning through interaction with an
environment). We are geloping practical and theoretically

v

motivated machine learning algorithms. ot "a xx

(3) Application of Machine Learning Technologies to Real o* xX

World OQutlier detection
Growth and spread of the Internet and sensor technologies

allow us to collect a huge amount of data in engineering and . °.-.'. o

fundamental sciences such as documents, audio, images, Cet’g et e x

movies, ecommerce, electric power, medicine, and biology. e e

We are collaborating wh industry partners and applying
stateof-the-art machine learning technologies to solving-real
world challenging problems. http://www.ms.k.utokyo.ac.jp/

Yokoyalab Associate ProfessoNaoto Yokoya

Our labworks on challenges in the acquisition and understanding of visual information based on image proce
machine learning. In particular, we focus on developing technologies for automatically constructing digital twir
cities from remote sensing dat

(1) Image Inverse Problem
By integrating sensing and computation, we can obtain information that cannot be obtained from hardware alg
overcoming limitations such as resolution and noise. We are working to develop mathematical models and alg
based on machine learning, opization, and image processing to reconstruct original signals from incomplete
observational data.

(2) Scene Understanding

We are exploring methods to integrate different types
sensor data, such as optical images and LiDAR data,
comprehensively understand the semantic and 3D

information of scenes with greater detail and accuracy g
In addition, we are exploring approachebuild
machine learning models from limited training data an
improve Computational efficiency. Multimodal Semantic Segmentation
(3) Remote Sensing vy o
With the goal of automatically constructing digital twin % v Y %
of cities, we are developing technigues to extract map N
information such as land cover and elevation models &2 VooV s
from spaceborne and airborne remote sensing data W v @ s
through intelligent information processing g? T 1 ¥ «f s

Tree Reconstruction from Single Image Land Cover Mapplng
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Professor Kenta Nakai

Naka and Park Lab Associate ProfessoungJoon Park

Our lab is one of the laboratories specializing in

bioinformatics orthe Shirokanedai campus G a2 [ \ sown}
(https://fais.hgc.jgl The basic motivatioof our research . ;sm € ananee | (€ asarn
activities is a naive wish to understand Hawlogical 0 om0y o B (S)looM
information is encoded as DNA sequences, which are the (1o Rl | -
datatype of a simple ondimensional string. Particularly, "1 o0l sy l’" ” [ar‘eil"ib;”"awq oot 1013

3 ,0025) l
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we try tounderstand the regulatory modes of genes that are  **©
encoded in thgenome with various approaches from

. . [GE LG (S)looSxsM
computer science. In other words, aim to understand how ) S o \pseesn
the common genome DNA sequence can specify a variety of '
cell types that constitute our bOdy A model for predicting RNA splice sites from given entire pre-RNA

sequences, proposed by a lab student Miyachi, unpublished

For example, we challenge to characterize the higtasr genomstructure that is responsible for the regulation o
gere expressiortp analyze the temporal and spatial patterns of gene expressiosiagt&eell resolution, to clarify
the mechanism of RNA splicing the¢curs postranscriptionally, and so on. All these studiesdesigned and
performed on the supercomputer system, typically ustgraination of natural language models and deep learn
techniguesWe also pursue collaborations with experimental researchers to merifysilico prediction results and t
contribute tdfinding ways to treat uncurabdiseases and boost regeneratneglicine. Thus, we not ongnalyze data
and/or develop algorithms but also construct and maintain necessary databasesoiet to the public.

Our lab members have a variety of research and internaliaokdrounds, but they all share the common mindset
advanceaomputational genomics. Although they pursue their migrests and goals, where more emphasis is pl
on biologicalimportance, they are interested in the research topics of other members and hefpezachus, we try
to respect each student's research istendnotivation as much as possible when she/he chooses her/his own
research topic.

Professor Seiya Imoto
Imoto, Katayamaand Zhand-ab Associate Professor Kotoe Katayama
Associate Professor Yaozhong Zhang

This is a laboratory of data science in the fieltifefsciencesWe develop statistical data analysis techniques for g
wide variety of genomeelated big data such as whole genome, transcriptome, epigenome, metagenome of int
microflora, and largescale health and medical data with spatial and temporal axeasuownidical images, receipt
information, specific health checkups, wearable devices, and so on. In cooperation with various domestic and
international companies and researchers in divezkisfiwe are promoting social implementation of big data anal
for health and medicin€@ur major research themes are listed bglout not limited):

Research Theme 1Development of Genonit Data AnalysisMethods. Our lab designs and develops machine
learning models that are specifically tailored for genomic data. With the rapid advancement of sequencing
technologies, resulting in an enormous volume of data. This surge in data necessitates highly efficiengproces
pipelines. However, the successful application of deep learning models in other fields does not directly transl|a
genomics without careful consideration of the unique properties of gedata. Recently, our focus has been on
foundational models for nucleotide and protein sequences, which includes their training, deployment, and ap
Additionally, we are involved in the development of machine learning models for the detedtinrctifral variants,
nanopore methylatiowith long read sequencingnd the representation of cell typgth single cell analysis
Research theme 2Development of Modeling Technology for Biological System$Ve are developing modeling
and simulation technology for biological systems formed by tens of thousandsiah and commensal
microorganism derived moleculé&/e are developing mathematical analysis techniques for predicting the effect
drugs and the future progress of diseases.

Research theme 3Development of Artificial Intelligence for Realizing Genomic Medicineln the analysis of
cancer genomes, thousands to tens of thousands of igematations aréound from the whole genome sequence
data To identify cancecausing(pathogenicgenomic mutations from among these, information published as
scientificpapers is used. However, the number of papers in the life science field will egaadiib® now, and it is
already beyond the capability of human intelligence to cover #ileon. To solve this problem using artificial
intelligence, we are conducting research involving medical practice at the Institute of Medical Science Hospitg
Our laboratory's web page attps://www.hm-intelligence.com] introduces recent activities and research topics
(including many themes other than those mentioned above). Please take a look if you are interested.
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Shibuya Lab Professor Tetsuo Shibuya

Medi cal Science is now dramatically changing. It
sequence DNA with incredi boltyhaehit glt ompe¢eér asdi boawe
deal whnohmameumrt of medi cal big data. We aim to
drive medical science to the next stage.
Research topics in our | ab:

(1)Big data indexing [/ searching
Devel opment of farsd es¢calmoblee aiccdiexitreg/ searching

i ndividual genomic medicine, where-wwvdemi gt v eea
(2 Pri vacy preserving computation

Genome is the wultimate individual information t
technologies, such as differential privacy and s
B3 Machine I earning / Al algorithms for medical s ¢
Devel opment of accurate prediction algorithms f o
4 Application to clinical seqguencing
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Ai zawa Lab Professor Aki ko Ai z a

*Please note that applicants for the Doctoral program who wish to enroll in October 202&nnot
select Prof. Aizawa as a prospective supervisor*

Our | aboratoryb6snaeseatchaingufigeusedhanl|l ogi esmap
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Imari Sato Lab Professor Imari Sato

AnalyzingLight Transport foiSceneJnderstanding

The appearance of an object changes significantly depen
on its shapes, surface reflectance properties, and the ligl
condition of the scene in which it is place@iven an
unknown picture,timight not so difficultfor us toobtain
different kinds of information about the objects in the imag
However, it turns out to bendifficult taskfor a computeto
figureout. In the past, techniques for automaticatigdeling  visualization of bacteria growth (right) and classificatior
and analyzinghe photometric and geometridormationof a of liquids (middle) bythe fluorescence excitation
scene have been studied in the fields of both computer emission characteristics. Recovering the original surfac
and computer graphics research. color and the degree wfetness (left).

Furthermore, some researcher showed that $pectral reflectancand
emissionof objects provides innate information about material properties
haveproven useful in applications such as classification, synthetic religh
and medical imaging to hame a faw.our lab, we analyze different types ¢
optical phenomena including spectral reflectance, absorption, subsu
scattering, and fluorescence emission for modeling and understanding
scenes.

Blood vessels analysis
by machine learning.

Message
Seeing is believing: the goal of computer vision is to understand how humans process and use visual inf

for understanding the surrounding worlthere are so much excitementimalyzing real scenes using cutting
edge technologie®lease join us and share a feeling of accomplishment with our lab members!
http://research.nii.ac.jp/pbv/index.html
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MegumiKanekoLab ProfessorMegumiKaneko

With the exponentialgrowth ofthe amount ofloT mobile dataand given the severe lack of spectrum, curren
wireless systemare unable to support the demands of future applicatio@ne of he major challengefor
next-generation wireless networks (Beyond 5G, 6G, WLAN, IoT, dtcjpistly achievediverserequirements

(highdata rate low latency, high reliabilitymassiveconnectivity) with Lightweight Edge Al for

low power consumptionln addition future wireless communications Energy-Efficient Wireless Networks
will not only be terrestrial, buwill integrateair, space, sea,
underwater,providing3D wideareacoverageancluding isolate@reas  access ﬁ s @ @ &

Our laboratory is conducting research e design of future wireless  Point < 'i‘ B::sn
communication systems and networiey improvingspectrumand %\?\5%4

energyefficieng. We arefocusing on lowpower and smart wireless * ¢ f&/ *
communication systemaiming at supporting sustainablaligital lloT Devices é&
society.Ourresearch subjects include: AcouE e Meiorsicin

1. Wireless accesmethodsfor low power and massivéoT

connectivity: designof low powerwireless access methods that

achieve higmetwork performances even undesevere interferencs.

2. Wireless networls exploiting advancedwireless technologiesuch as RIgReconfigurablelntelligent
Qurface) or THz proposal ofjoint optimizationmethods for user selection and beamformirig THzband

3. ExploitingAl and machine learninfpr optimizing wireless communicationglesign ofdistributed mobile
communication methods exploitingsk-averse reinforcement learning and desginforcementlearning,
tailored tocomplex mobile environments

As our laboratory member@re internationa) our group discussionare conducted in EnglisiWe have strong
collaborationawith internationalentities (ex. CNRS, Paf$&aclayuniv) and companies (ex. NTWotivated
studentswill be able toconduct joint research with companies or to study abroad at oversesitutes.
Laboratory websitehttps://research.nii.ac.jp/~megkaneko/lab.html
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