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Do not open this problem booklet until the start of the examination is announced.
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Answer the following two problems. Use the designated answer sheet for each problem.

(3) EMMB LU RE 3R lRs mnz &,

Do not take the answer sheets and the problem booklet out of the examination room.
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Problem 1(100 points).
Consider a quadratic curve represented as

322 + 3y? + 22 + 22y = 4. 1]
Answer the following questions.
(1) Define vector p as
x
p=11Y
z

Determine the 3 x 3 real symmetric matrix M with which the left-hand side of equation [1]
is represented as p' Mp.

Obtain the eigenvalues A1, Ao, and A3 (A1 < Ay < A3), and the corresponding eigenvectors
w1, Ug, and uz of M. Here, uq, uo, and us should be unit vectors.

Show that wq, us, and us form an orthonormal basis.
Determine a matrix @ and a diagonal matrix D that give M = Q1 DQ.

Consider a new coordinate system

Show how the equation [1] is represented in the new coordinate system. Answer which
kind of quadratic curve the equation [1] represents, by using the representation in the new
coordinate system.
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Problem 2(100 points).
Hyperbolic sine and cosine are defined as follows.

. e —e

sinhzx = 5
et +e "

coshx = 5

Answer the following questions.

(1) Calculate the derivatives of hyperbolic sine and cosine:

dsinh x
dx

dcoshx
dx

(2) Let the inverse function of cosh be arcosh (here let arcoshx > 0 for > 1). Show that
cosh® z —sinh®z = 1

and that for z > 1
darcosh z 1

dx 2 —1

(3) Let Ty(x) = cosh(karcoshx) where k is a non-negative integer. Show that g = Ty(x) is a
solution of the differential equation

(1—2)%" —2¢ + k*g=0.

(4) Show that
cosh(x + y) = cosh x cosh y + sinh z sinh y

and that

To(.CE) = 1,
Ti(z) = =z,
2T1($)Tk($) = Tk+1(.CE) + Tk_l(x) for k = 1, 2, s

(5) Show that Ty(x) is a polynomial of degree k.
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Do not open this problem booklet until the start of the examination is announced.
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Answer the following three problems. Use the designated answer sheet for each problem.
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Do not take the answer sheets and the problem booklet out of the examination room.
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Problem 1(100 points).

Machine X outputs ideally random real numbers which are larger than 0 or equal to 0, and less
than 1 or equal to 1. We can ignore the probability that two same numbers are output by X, as
the output numbers are precise enough. Answer the following questions.

(1) Consider two random numbers that are output by X, and let x be the smaller value of them.
Calculate the probability that x is less than or equal to 0.5.

(2) As in (1), let « be the smaller value of two random numbers output by X. Furthermore,
consider two more random numbers also output by X, and let y be the larger value of them.
Calculate the probability that z < y.

(3) Consider a routine that gets two values x and y from 4 random numbers output by X as
in (2), and outputs A if z < y, or B otherwise. If we repeat this routine n times, we can
get a string s € {A,B}" of length n. We want to compress the obtained string s by some
compression algorithm. Discuss the infimum of the expected size of the compressed data.
You can use the following approximate values in the discussion.

expression approximate value

log, 3 1.585
log, 5 2.322
log, 7 2.807
log, 11 3.459
log, 13 3.700
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start
waiting
l acquire lock[Xi]

acquired lock[Xi]
l acquire lock[yi]

acquired lock[Xi], lock[Vi]

lrelease lock[vi]

acquired lock[Xi]

l release lock[Xi]

end

272U, lock[j](j = 1,...,n)1E, THAENZY Y- T50y 7 THY, acquire BLY
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Problem 2(100 points).

Assume that n processes with two parameters z; and y; P(x;,y;)(i = 1,...,n;x;,y; € {1,...,n}),
sharing n resources, run concurrently, where n is an integer whose value is at least two. The
behavior of each P(x;,y;) is represented by the automaton shown below.

start
waiting
l acquire lock[Xi]

acquired lock[Xi]
l acquire lock[yi]

acquired lock[Xi], lock[Vi]

lrelease lock[vi]

acquired lock[Xi]

l release lock[Xi]

end

In the above figure, lock[j](j = 1,...,n) is the lock for each resource. The symbols “acquire”
and “release” represent that the process acquires and releases the lock respectively on a transition.
A lock is only acquired by one process at a time, and other processes, that acquire the lock, wait
until the lock is released.

The parameters are assumed to satisfy the following conditions.

e Foreach k=1,...,n, xx # Y

Answer the following questions.

(1) Prove that this system has the possibility of deadlocks by considering the following directed
graph.

The directed graph whose vertices are all the integers from one to n and whose
edges are all the parameters of the processes, regarding each parameter (x;,y;)(i =
1,...,n) as a directed edge from the vertex x; to the vertex y;

(2) Modify the parameters so that this system never causes the deadlock status. Note that the
number of resources used by processes should not be limited.

(3) Prove that the system never causes the deadlock status using the parameters answered in
question (2).
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Problem 3(100 points).
Consider a search through the state space in a one-person game. An evaluation function f(s) is
defined for state s as

f(s) = g(s) + h(s)

where g(s) is actual cost from the initial node to node s, and h(s) is estimated minimum cost
from state s to a goal state.
Answer the following questions.

(1) Explain the Best-First search strategy.

(2) Depth-First search and Breadth-First search can be seen as special kinds of Best-First search
by changing ¢g(s) and h(s) to something else. Explain how ¢(s) and h(s) should be changed
in each case.

(3) An optimal solution is defined as a path whose cost from the initial state to the goal state is
the minimum. An algorithm to find such an optimal solution using Best-First search is called
A* algorithm. Explain what kind of property h(s) needs to satisfy in order to guarantee
that A* algorithm finds the optimal solution.

(4) Explain a search strategy called Iterative Deepening. Describe how A* algorithm can be
combined with Iterative Deepening.
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Problem 1(100 points).
Consider a binary search tree for storing a set of integer values. Answer the following questions.

(1) In what kind of situations one should use a binary search tree. Explain it, comparing with
heap and hashing.

(2) Show the structure of a binary tree after inserting eight integer values {34, 51,23, 11,89, 39,77,21}
in this order as a diagram.

(3) Show the structure of the above binary tree after deleting two integer values {51,23} in this
order as a diagram.

(4) In what situations does the height of a binary tree become n after inserting n integer values?

(5) Show that the average height of a binary tree after inserting n integer values {l..n} in a
random order is O(logn).
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Problem 2(100 points).

Consider a binocular-stereo system in a two dimensional space. Let (z,z) be the orthogonal
coordinate system of the two dimensional space. Two pin-hole cameras are located so that the
pin-holes are at (+d,0) and the image planes are on the line parallel to the z axis and across the
point (0, —f) (see the figure below). Let u be a one-dimensional coordinate system on the image
plane of the left camera, and v be that of the right camera. The origins of u and v are located at
(—d,—f) and (d,—f), respectively, and their positive directions are the inverse directions of the
x axis of the spacial coordinate system.

Answer the following questions.

(1) Calculate the projection point wuy of a spatial point (xg, zg) in the left camera coordinate

system.
(2) Let vy be the projection point of (xg, 29) in the right camera. Obtain the disparity v = ug—uvy.

(3) Suppose that the image planes of the left and the right cameras have 256 pixels per 1 cm.
Also assume that the focal length f =5 cm and the camera distance 2d = 10 cm. Calculate
the z coordinate of a point having the disparity of 1 pixel. (It is called the measurement

limitation.)

(4) Assume that we have errors of 41 pixel in measuring disparity. Estimate the error in
measurement of z direction for a spatial point (xg, 29). Use the same values for the dimensions
of the system as in question (3).
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Problem 3(100 points).
Answer the following questions on the design of instruction set architecture of a processor.

(1) Explain 1) single operand instruction format, 2) 2-operand instruction format,
and 3) 3-operand instruction format.

(2) Describe a method to prevent performance degradation of 1-operand instruction and
2-operand instruction on a deep pipelined processor.

(3) Which instruction format is good to reduce the size of a program ? Explain the reason using

an example program.



