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Problem 1

Let A be a propositional variable, and L; be a literal (i.e., a propositional variable or negation of
a propositional variable). In this problem, a propositional formula of the following form is called
a clause.
Lin...ANL, DA

If n = 1, it is of the form L; D A, and if n = 0, it is of the form A. Hereinafter, II is a set of clauses,
and M is a set of propositional variables. If all clauses in IT are true under the interpretation in
which all propositional variables in M are true and the other variables are false, then M is called
a model of II. The inclusion relation between sets is naturally defined between models.

Answer the following questions.

(1) Let Iy = {P,P D Q,QA-R D S,PA-SA=T D T}. Enumerate all the subsets of
{P,Q,R,S,T} that are models of IIy.

We write ITps for the set of clauses obtained from II by (i) removing all the clauses that contain
negation of a propositional variable in A in the left hand side of D, and then (ii) deleting all the
negated literals (negation of propositional variables) from the remaining clauses.

(2) For Mg in question (1), if My = {P,Q, S}, what is ITgyy,?
(3) Show that if a model M’ of I1; satisfies M C M’, then M’ is a model of II.
(4) Show that if a model M’ of II satisfies M’ C M, then M’ is a model of II;;.

(5) For IIp and M in question (2), obtain the minimum model of Il M,- Here, a model M’ of
Iy is called a minimum model of Iy, if M’ C M” holds for every model M” of I1),.

(6) Show that if the minimum model of II; coincides with M, then M is a minimal model of II.
Here, a model M’ of II is called a minimal model of II if there does not exist a model M" of
II such that M"” C M.

(7) Is a minimal model M of IT always a minimum model of IT;? If so, prove the fact. Otherwise,
give a counterexample.
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Problem 2

Consider the problem of obtaining a sequence of part-of-speech (POS) tags t = (¢1,...,t) for a
given natural language sentence (word sequence) w = (w1, ..., wy). For example, for the following
four-word sentence

(w1, we, w3, wy) = (John, wrote, a, book),

our goal is to output the following POS tag sequence.

(t1,t2,t3,t4) = (NOUN, VERB, DET, NOUN)

In this example, NOUN, VERB, and DET are POS tags, denoting noun, verb, and determiner,
respectively. W is a finite set of all words, and T is a finite set of all POS tags. Suppose that
a POS-tagged corpus D = {(w®) t0)|k € {1,...,N}} (w®) is a k-th sentence in D, t() is its
POS tag sequence, and N > 0 is the number of elements in D) is given as training data. In the
following, for a word sequence w = (wy, ..., wy), its length ¢ is represented as |w].

Answer the following questions.

(1)

Consider the probability p,(t|w) for assigning a POS tag t € T to a word w € W, and define
the probability function p,(t|w) for assigning a POS tag sequence t to a word sequence w

as follows. |

pu(t’W) = H pu(ti'wi)
i=1

Supposing each element of trainining data D is independently distributed following p, (t|w),
answer a method for computing the maximum likelihood estimate of p, (tjw).

Assume that p,(t|w) is given for each w € W,t € T. Describe an algorithm to obtain a POS
tag sequence t that maximizes p,(t|w) for an input sentence w.

Consider the probability p,(¢|v, w) for assigning a POS tag t € T to a word w € W when a
word v € W immediately precedes w in a sentence. Note that v is considered as a special
word <s> when w is the first word of the sentence. The probability function py(t|w) is defined

as follows. |

po(tlw) = py(ta|<s>, wr) | [ po(talwizy, w;)
i=2
Supposing each element of trainining data D is independently distributed following p,(t|w),
answer a method for computing the maximum likelihood estimate of py(t|v, w).

Also, assuming that py(t|v, w) is given for each v € W U {<s>},w € W,t € T, describe an
algorithm to obtain a POS tag sequence t that maximizes p,(t|w) for an input sentence w.

Explain why POS tagging using hidden Markov models is expected to attain higher accuracy
than the methods described in questions (1) to (3). You must describe the definition of
hidden Markov models and the POS tagging algorithm using hidden Markov models, and
provide an explanation including an example where the methods described in questions (1)
to (3) output a wrong POS tag but the POS tagging using hidden Markov models outputs a
correct POS tag.
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Problem 3

Let us consider representing an orientation of an object in a three-dimensional space as a rotation
from a canonical orientation. In the following, we consider the orientation of the object consisting
of four cubes as shown in Figures 1 and 2 (note that each pair of cubes placed side by side shares
a surface). We also define the canonical orientation as the one illustrated in Figure 1. Note that
the center of the cube at the lower left in Figure 1 is placed at the origin, and the center of each
cube lies on the z, y, or z axis. Figure 2 shows another orientation of this object, in which the
center of the cube at the lower right is placed at the origin, and the center of each cube lies on the
z, y, or z axis. When you draw another orientation of this object, you need to draw it with the
z,y,z axes from the same point of view as Figures 1 and 2. Angles must be represented in radian.

Answer the following questions.

Z

Figure 1 Figure 2

Let us represent an orientation of the object using a triplet (6, 6y,0.) (called, Euler angles) of
the angles of rotations from the canonical orientation given in Figure 1. Namely, the object is
rotated around the z axis by the angle 0., around the y axis by the angle 6,, and around the z
axis by the angle 6, in this order, and the angle of a rotation around each axis is positive if the
rotation is in the clockwise direction when viewed from the negative-to-positive direction of the
axis.

(1) Draw the object with the orientation represented by Euler angles (m, 7, 0).

(2) Answer Euler angles given as the elementwise arithmetic mean of the two triplets of Euler
angles, (0,0,0) (corresponding to the canonical orientation) and (w,7,0). Also, draw the
object with the orientation represented by the mean Euler angles.

Let us represent an orientation of the object using a 3 x 3 transformation matrix that corresponds
to a rotation from the canonical orientation given in Figure 1. Note that a point on the object at
a three-dimensional coordinate v moves to another three-dimensional coordinate Rv through the
rotation by a transformation matrix R.

(3) Answer the transformation matrix that represents the orientation shown in Figure 2.

(4) Answer the transformation matrix given as the elementwise arithmetic mean of the two
transformation matrices corresponding to the orientations shown in Figures 1 and 2. Also,
draw and describe the shape of the object obtained by applying the mean transformation
matrix to the object shown in Figure 1.

Let us represent an orientation of the object using a quaternion that expresses a rotation from
the canonical orientation given in Figure 1. A quaternion is a four-dimensional unit vector, and
a quaternion that expresses the three-dimensional rotation centered at the origin around a three-
dimensional unit vector v = (vz, vy, v;) with an angle 6 is represented as (v sin g, Uy sin g, U, 8in g, cos

9
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Note that the angle of a rotation around the three-dimenstional unit vector is positive if the rotation

is in the clockwise direction when the unit vector is viewed from its start point.

(5)

(6)

Answer the quaternion that corresponds to the orientation shown in Figure 2. There are two
answers for this question; give both of the two answers.

Answer the quaternion given as the spherical linear average of the two quaternions corre-
sponding to the orientations shown in Figures 1 and 2. There are two answers for this
question; give both of the two answers. Also, draw the object with the orientation repre-

sented by each of the average quaternions. Note that the spherical linear average of two

in0.5 in0.b —
T q1 + T 20 where v = cosTH g1 ¢2) (0 < < )

the spherical linear average is undefined when sin ¢ = 0.

quaternions ¢; and ¢y is given as

10
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Problem 4

Consider a connected undirected graph G = (V, E) with positive edge weights. A subgraph
G' = (V, E’) of G obtained by removing some of the edges in G is called a spanning tree of G, if G’
is a tree. The summation of weights of all the edges in a spanning tree is called the weight of the
spanning tree. A minimum spanning tree of G is a spanning tree of G whose weight is minimum.
You can assume appropriate data representation for graphs and trees in the questions below.

Answer the following questions.

(1) Let e be the edge (or arbitrary one of the edges if there are multiple such edges) with the
maximum weight in some arbitrary cycle C in G. Prove that there is a minimum spanning
tree of G that does not contain e.

(2) Consider an arbitrary vertex subset V' of V (V' # V,V’ # @) for G = (V,E). Let e be
the edge (or arbitrary one of the edges if there are multiple such edges) with the minimum
weight among the edges (u,v) € E such that w € V' and v € V — V. Prove that there is a
minimum spanning tree that contains e. Note that ) denotes an empty set.

(3) Describe an O(]E|)-time algorithm that finds an arbitrary path between two nodes u,v € V
on graph G = (V, E).

(4) Assume that we are given a graph G = (V, E) and its minimum spanning tree T'. Let G’ be
the graph obtained by adding to G a new edge e = (u,v) ¢ E (u,v € V) with weight w > 0.
Describe an O(|V])-time algorithm that finds a minimum spanning tree of G'.

(5) Prove the correctness of the algorithm described in question (4).

12
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Problem 5

Suppose that f(xz) is a real function defined on a closed interval from a to b (a < b). Suppose
that n is an integer that is no less than 2, and define h = (b — a)/n. Then, for each integer
i=0,1,...,n, define x; = a+ih and f; = f(z;), respectively. Namely, zq, ..., z, are the points
that divide the interval from a to b into n equal parts, and f; is the value of the function f(z) at
r = I;.

Next, define J = | ; f(z)dz, and define J, as the approximate value calculated by the composite
trapezoid rule applied on J using the points which divide the interval from a to b into n equal
parts.

Answer the following questions.

(1) Assume that f(z) is a four times continuously differentiable function. Let k be an integer
such that 0 < k£ < n and define f;’ as the second order differential of f(z) at zx. Express an
approximate value of f;' whose error is O(h?), as a linear combination of fy_;, fi, and f ;.

(2) The approximation obtained by question (1) seems to become accurate when h approaches
zero. Answer, with a reason, whether this is correct or not in the calculation with the IEEE
754 double precision floating point operations.

(3) Express Jp, using n, h, and f; (1 =0,...,n).

(4) Assume that f(z) can be expressed by a quadratic function in each interval formed by the
division into n equal parts. Then, define Jy, similarly using the division into 2n equal parts

composed by the division of each original part into two halves. Express E,, = J, — J using
Jon, and J,,.
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Problem 6

The probability density function of the normal distribution N(u,o?) with mean . € R and

variance o2 > 0 is given by
1 T — p)?

Let X and Z be random variables that independently follow N(u, 1) and N(0,1), respectively,
and define Y = 0.X + Z for some constant § € R. For an integer n > 1, let (X1,Y3), (X0, Y2),...,
(Xn, ¥n) be two-dimensional random variables that independently follow the same distribution as
(X,Y), for which we write X = (X1, X»,...,X,) and Y™ = (Y1, Y, ..., Y}).

Answer the following questions.

(1) Express the expectation E[Y] and variance V[Y] of Y using u and 6.

(2) Show that the conditional distribution of X given Y is a normal distribution, and express its
expectation E[X|Y] and variance V[X|Y] using p, 6 and Y.

(3) Let (z(™,y(™) denote a realization of (X, Y()), Express the joint probability den-
sity function p“,g(:c(”),y(")) of (X("),Y(”)) using p, 0,z = (z1,%2,...,2,) and y =
(yla Yo, -0y yn)

(4) Consider maximum-likelihood estimation of (u, §) by the EM algorithm for the case where
the observation of X,, is missing from (X, Y (™)) that is, the case where (X (=1 y(™) is
observed. Then the update rule of estimators of (u, 8) by the EM algorithm for some initial
value (o, 0g) € R? is given by

(t41, 041) = argmax Bxn(z, 02 [log puo(X ™, YM)], t=0,1,...,
(1,0)ER?

where [i and 62 are the values obtained by the substitution (u, 0, Y) == (u, 6;, Y;,) in the
expressions of E[X|Y] and V[X|Y] obtained in question (2), respectively, and Ey,_ .y 52)
denotes the expectation when X,, follows N(jz,52) and (XD, ¥{") is fixed.

(i) Express IEXnNN(ﬂ,C-,z)[logpujg(X(”), Y™ using n, p, 6, i, 52, X1 and Y,
(ii) Express (pgs1,0i21) using n, i, 52, X1 and Y™,
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